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Introduc)on 

Applied behavior analysis (ABA) is a scien)fic approach to the study of behavior. 

Through this field, behavior analysts can observe behavior in the natural 

environment and iden)fy what is maintaining the behavior and any environmental 

factors that are preven)ng other behaviors from being exhibited. Appropriate 

replacement behaviors are iden)fied for the challenging behavior being exhibited 

and reinforcement is provided for alterna)ve or more appropriate behaviors.  

Behavioral interven)ons are typically implemented with individuals in an effort to 

reduce or eliminate a challenging behavior or to increase an adap)ve, more 

appropriate behavior. These interven)ons usually include the integra)on of some 

type of environmental manipula)on. A mul)tude of interven)ons that are 

evidence-based are available for behavior analysts to integrate into a program in 

an effort to reduce the exhibi)on of challenging behaviors. Some of these 

interven)ons include antecedent interven)ons while other interven)ons include 

the use of an ex)nc)on procedure. 

In this course, par)cipants will learn to (1) iden)fy antecedent interven)ons for 

challenging behaviors, (2) iden)fy func)on-based ex)nc)on procedures for use 

with challenging behaviors, and (3) discuss token economies and the limita)ons 

that are associated with using these systems.  

Sec)on 1: Antecedent Interven)ons for Challenging 
Behavior 
Behavioral interven)ons that are implemented with the intent to reduce or 

eliminate challenging behavior usually include the integra)on of some type of 

environmental manipula)on. When an event or condi)on is manipulated that 

occurs prior to the exhibi)on of the challenging behavior, this is termed an 
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antecedent interven)on. Antecedent interven)ons can be divided into two 

categories: default and func)on-based.  

Default interven)ons are interven)ons that do not require the iden)fica)on of 

the variables that establish the condi)on for and maintain the challenging 

behavior. These types of interven)ons can be viable for challenging behaviors that 

are maintained by a range of different reinforcers. For example, default 

interven)ons can include restraint measures, the use of protec)ve equipment, 

and enrichment that can occur within the environment.  

On the other hand, func)on-based interven)ons necessitate that the variables, 

both antecedents and consequences, that maintain the challenging behavior are 

iden)fied. Furthermore, these interven)ons also require that a minimum of one 

variable/component is directly manipulated within the operant con)ngency. The 

consequence that maintains the challenging behavior is known as a func)onal 

reinforcer. An example of a func)on-based interven)on is noncon)ngent 

reinforcement (NCR) which includes the delivery of a func)onal reinforcer to be 

scheduled based on a )me-based and response-independent schedule (Vollmer, 

1999).  

Addi)onally, antecedent interven)ons can also be categorized by the mechanism 

that is used to decrease challenging behavior. Some of the interven)ons that are 

implemented can affect an individual’s mo)va)ng opera)ons for challenging 

behavior (Fisher et al., 2018) while other interven)ons may alter discrimina)ve 

func)ons. A mo)va)ng opera)on can alter a consequence and the probability of 

behavior in that moment that has produced these consequences previously in a 

temporary manner. NCR is an example of a mo)va)ng opera)on based procedure 

as it decreases the exhibi)on of challenging behavior by abolishing the reinforcing 

effec)veness of the consequences through use of sa)a)on or habitua)on. On the 

other hand, discrimina)ve control over the challenging behavior can be altered. 
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Challenging behavior will tend to decrease in environments or contexts where a 

func)onal reinforcer is no longer produced. In these situa)ons, the environment 

or context will become an S-delta. An environment can be altered in such a way 

that makes it difficult for the individual to exhibit the challenging behavior. These 

situa)ons oeen use restraint or protec)ve equipment.  

Default Interven)ons 

There are some antecedent interven)ons that are available that will decrease the 

occurrence of a challenging behavior regardless of the operant func)on that exists 

for the challenging behavior. As these interven)ons are implemented, the 

mechanisms that are associated with the effects that occur because of these 

interven)ons may not be understood when compared to an interven)on that is 

associated with a reinforcement con)ngency. Some default interven)ons do have 

the capability to alter discrimina)ve s)muli or mo)va)ng opera)ons; however, 

being able to iden)fy the con)ngency that is maintaining the challenging 

behaviors is not a requirement of an effec)ve default interven)on. There are 

several examples of a default interven)on: antecedent exercise, enrichment of an 

environment, and restric)on of a response. 

Antecedent Exercise 

Antecedent exercise can be used to decrease challenging behavior (Lochbaum & 

Crews, 2003). This type of interven)on engages individuals in various ac)vi)es 

that require effort on the part of the individuals such as jogging, walking, weight 

lieing or even roller ska)ng that are independent of occurrences of challenging 

behavior. With these interven)ons, a behavior analyst will conduct a series of 

observa)ons either during or within a few minutes aeer the exercise ac)vity has 

been completed. Antecedent exercise has been used to decrease challenging 
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behavior such as self-injurious behavior (Baumeister & MacLean, 1984), 

aggression (Powers et al., 1992), and stereotypy (Celiber) et al., 1997).  

It is thought that antecedent exercise can lead to a general state of fa)gue which 

results in a decrease in challenging behavior and an increase in various 

appropriate behaviors. However, this thought is somewhat paradoxical and other 

implica)ons have been suggested. Antecedent exercise may ul)mately alter the 

reinforcer effec)veness of the consequences that are maintaining the challenging 

behavior. Antecedent exercise may also func)on as matched s)mula)on where 

the exercise is allowing free access to similar s)mula)on that the challenging 

behavior would typically provide. This would then func)on as an abolishing 

opera)on for the maintaining reinforcer.  

There are several benefits associated with using an antecedent interven)on. 

Antecedent exercise can be used to decrease challenging behavior, increase 

appropriate behavior, and improve the health of an individual both on a physical 

and psychological level. There are also physiological and medical benefits 

associated with using an exercise program such as improved muscle tone and 

adap)ve skills. There are limita)ons, though, that are associated with 

implemen)ng an antecedent interven)on such as antecedent exercise. One 

limita)on is that the effects of antecedent exercise may only be temporary and 

only exhibited for a small amount of )me aeer the exercise has been completed. 

Research indicates that the effects of exercise on challenging behaviors appears to 

be transient (Mays, 2013). On the other hand, some research indicates that the 

effects of antecedent exercise can maintain for several hours aeer the exercise has 

ended (Cannella-Malone, Tullis, & Kazee, 2011). These conflic)ng results suggest 

that further research is needed regarding the effects of antecedent exercise on 

challenging behavior. An addi)onal limita)on of antecedent exercise is that it may 

become problema)c or even impossible to implement in some environments or 
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condi)ons. For example, it may be impossible to implement antecedent exercise 

while an individual is receiving academic instruc)on.  

Enriched Environment 

Antecedent condi)ons can also be manipulated in such a way to decrease 

challenging behaviors by surrounding the individual with a s)mulus-enriched 

environment. An environment can be enriched by ensuring that preferred objects, 

toys, educa)onal materials, items used for leisure, social interac)on, or any 

combina)on of the aforemen)oned items are available on a con)nuous, 

response-independent schedule. Enriching an environment has been found to be 

beneficial at reducing self-injurious and stereotypic behaviors (Rapp, 2006). 

Although problem behaviors that are maintained by social reinforcement may be 

effec)vely reduced through use of an enriched environment, most of the research 

that has focused on this topic have found that it may be more appropriately used 

to treat behaviors that are automa)cally reinforced.  

There are a couple of reasons as to why it is believed that an enriched 

environment is effec)ve at reducing behaviors. One reason is associated with the 

compe))on that may exist between behavior that is allocated toward the s)muli 

that are enriching and the challenging behavior. The enrichment within the 

environment may be effec)ve at reducing challenging behavior indirectly as it 

provides an alterna)ve and compe)ng source of reinforcement. Research has 

indicated that enrichment of an environment can be more effec)ve if the s)muli 

within the environment are highly preferred when compared to less preferred 

s)muli (Vollmer, Marcus, & LeBlanc, 1994). Another reason that may contribute 

toward the effec)veness of the use of an enriched environment may be that the 

enriched environment may func)on as an abolishing opera)on and actually 

reduce the occurrence of challenging behavior if the consequences and those of 

the materials within the enriched environment are similar. Under these 
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circumstances, an enriched environment would be considered a func)on-based 

interven)on as the effec)veness of the environment would be dependent on a 

func)onal match or a rela)on of subs)tutability between the reinforcers that are 

produced within the enriched environment and those that are maintaining the 

challenging behavior. The effec)veness that is associated with a reinforcer for a 

challenging behavior may be reduced or abolished through the use of sa)a)on or 

habitua)on as the enriched environment is able to produce the same or similar 

reinforcement for the individual.  

There are several benefits that are associated with the use of an enriched 

environment. This type of environment can have effects on the brain such as 

increased plas)city in the cerebral cortex. Learning and memory can also be 

improved. Addi)onally, using an enriched environment is simple, straighkorward, 

able to be implemented easily, and can be cost-effec)ve.  

Response Restric3on 

Response restric)on occurs when an interven)on is implemented that physically 

impedes the occurrence or comple)on of a challenging behavior. These types of 

interven)ons include restraint, protec)ve equipment, and other means that are 

implemented to either mi)gate or prevent an individual from being injured as a 

result of the occurrence of a challenging behavior. These interven)ons are oeen 

highly effec)ve at decreasing or elimina)ng the occurrence of a challenging 

behavior. However, individuals oeen find these types of interven)ons to be 

intrusive, undesirable, or even inadequate as an approach and should only be 

used in a crisis situa)on, when a challenging behavior poses a risk to someone’s 

safety, or when a challenging behavior can create significant property damage.  

Personal restraint is known for physically holding onto or securing an individual’s 

body parts as a method of ensuring that the exhibi)on of challenging behavior 

cannot occur. This type of interven)on is typically implemented aeer an 
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occurrence of challenging behavior has started. When used in this manner, this is 

known as a consequence-based interven)on. However, personal restraint can also 

be implemented as an antecedent interven)on, especially in a situa)on or 

environment where challenging behavior is likely to occur. For example, a child 

may be likely to engage in challenging behavior when taken to a doctor 

appointment. Mechanical restraint may be implemented if the child has 

previously engaged in challenging behavior at a medical appointment. Mechanical 

restraint includes the use of a device that secures an individual’s limbs and body 

parts such as four-point restraints, arm splints, or even straight jackets. Protec)ve 

equipment can be similar to mechanical restraint as it also requires the use of a 

device. However, protec)ve equipment typically allows the individual that is 

wearing the equipment to freely engage in movement that is not restricted but 

does not allow the challenging behavior to produce damage or injury. It is viewed 

as being less confining than the implementa)on of a restraint. It can include the 

use of a padded helmet, a wheelchair belt, or even safety goggles and is typically 

used with individuals that exhibit self-injurious behaviors.  

While either restraints or protec)ve equipment are being implemented, the 

occurrence of challenging behavior is typically reduced or even eliminated as 

these interven)ons are designed to restrict the occurrence of challenging 

behavior. While this may be beneficial, there are s)ll significant limita)ons that 

are present with the use of either of these interven)ons. Restraint procedures are 

typically intrusive and disrupt any ac)vity that is occurring at the )me of 

implementa)on. This interven)on also prevents an individual from accessing or 

engaging in any occurrence of an alterna)ve behavior that is appropriate such as 

learning ac)vi)es or social opportuni)es. Restric)ve restraint procedures are 

viewed as being nonconstruc)ve as they significantly impede an individual from 

acquiring an alterna)ve or replacement behavior. Addi)onally, aversive proper)es 

are oeen associated with restraints for some individuals. The applica)on of 
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restraint, as an antecedent interven)on, is frequently accompanied by the 

exhibi)on of avoidance or escape behaviors. At )mes, a caregiver or stakeholder 

may threaten the use of restraint to an individual if this threat appears aversive, or 

they may use restraint as a form of punishment. Furthermore, there are )mes 

when individuals that engage in self-injurious behaviors ac)vely look for an 

opportunity to be placed in a restraint or to self-restrain themselves. An individual 

may exhibit challenging behavior as a method for producing access to a form of 

restraint. This challenging behavior can interfere with an individual’s ability to 

demonstrate a behavior that is habilita)ve or desirable. Lastly, when an 

individual’s ability to engage in a behavior is restricted, this may in turn actually 

increase one’s mo)va)on to exhibit that behavior. Restraint may only be 

postponing one’s ability to exhibit a behavior and as a result actually exacerbate 

that behavior instead of reducing the occurrence of the behavior.  

Func)on-based Interven)ons 

A func)on-based interven)on can be developed if the operant func)on of the 

challenging behavior has been iden)fied. A func)on-based interven)on aligns 

specifically to a maintaining con)ngency of reinforcement. Therefore, 

interven)ons may be different depending on the con)ngency that has been 

iden)fied in maintaining the challenging behavior. A func)on-based antecedent 

interven)on is one that manipulates an individual’s mo)va)ng opera)ons, the 

discrimina)ve s)muli within the environment, or a combina)on of both.  

Noncon3ngent Reinforcement 

When noncon)ngent reinforcement is u)lized, the reinforcing consequence for a 

challenging behavior is provided on a )me-based or response-independent 

schedule. The func)onal reinforcer is typically withheld when an individual 

exhibits the challenging behavior, meaning that the challenging behavior is placed 
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on ex)nc)on. When noncon)ngent reinforcement is ini)ally being used, the 

schedule is dense and the func)onal reinforcer is provided to the individual 

frequently. The schedule of noncon)ngent reinforcement may then be thinned 

systema)cally and oeen determined based on low rates of the challenging 

behavior. Ideally, the schedule that is maintained should be manageable within 

the individual’s natural environment or when effec)ve parameters of 

noncon)ngent reinforcement are reached as con)nued thinning of the 

reinforcement schedule produces an increase in occurrence that is unacceptable 

for demonstra)on of the challenging behavior. Research studies have indicated 

that noncon)ngent reinforcement can be used as an effec)ve interven)on for 

treatment of self-injurious behaviors (Vollmer et al., 1993), aggression (Lalli, 

Casey, & Kates, 1997), refusal of food (Cooper et al., 1995), and pseudoseizures 

(DeLeon, Uy, & Gutshall, 2005).   

There have been some behavior analysts throughout the years that have cri)cized 

the term noncon)ngent reinforcement. This cri)cism is primarily due to the 

reinforcement involving a con)ngency and the target of the reinforcement 

through use of noncon)ngent reinforcement is not clear. These cri)cisms have 

been noted by some behavior analysts and with that recogni)on has come a 

change in terminology and more technically correct descriptors such as )me-

based delivery.  

The use of noncon)ngent reinforcement procedures vary depending on the 

func)onal proper)es that are associated with the challenging behavior. Although 

most procedures that use noncon)ngent reinforcement include )me-based 

deliveries and withhold func)onal reinforcement for the exhibi)on of challenging 

behavior, there have been some research studies that have demonstrated that 

s)mulus presenta)on alone without the use of ex)nc)on is s)ll able to produce a 

reduc)on in challenging behavior (Fisher et al., 1999). Addi)onally, some research 

has evaluated the effects of presen)ng s)muli other than the func)onal reinforcer 
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for the challenging behavior.  One study demonstrated that a )me-based delivery 

of a s)mulus that was iden)fied as being preferred by the individual was just as 

effec)ve as the delivery of aNen)on (i.e., func)onal reinforcer) for decreasing 

challenging behavior (Hanley et al., 1997).  

The use of noncon)ngent reinforcement for challenging behavior that is 

maintained by escape from s)muli or ac)vi)es that are aversive is provided 

through the use of )me-based breaks from these par)cular events. Research has 

demonstrated the use of breaks from training ac)vi)es to reduce challenging 

behavior (Vollmer et al., 1995). At first, the reinforcement schedule that was 

provided was dense with one par)cipant not undergoing any training tasks and 

another par)cipant receiving training tasks that lasted 15 seconds before being 

provided a break of 20 seconds. The schedule of breaks was then systema)cally 

decreased depending on the level of challenging behavior in previous sessions for 

each par)cipant. At this point, one par)cipant received a break that lasted for 30 

seconds every 10 minutes, and the other par)cipant received a break for 20 

seconds every 2.5 minutes. Addi)onally, other researchers have demonstrated 

that providing access to a posi)ve reinforcer on a )me-based schedule can result 

in a decrease in challenging behavior that is being maintained by nega)ve 

reinforcement (Cooper et al., 1995; Reed et al., 2004). The results of this research 

have been mixed. In some of these studies, it was found that posi)ve 

noncon)ngent reinforcement was successful at decreasing challenging behavior 

and increasing appropriate behavior (Wilder et al., 2005); however, other 

components and interven)ons were required in order to produce results that 

were clinically acceptable for other individuals (Piazza et al., 2003; Reed et al., 

2004). These findings within the research demonstrate the need for further 

research that evaluates the effec)veness of posi)ve noncon)ngent reinforcement 

to decrease challenging behavior that is maintained by nega)ve reinforcement. 
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When noncon)ngent reinforcement is used as an interven)on for challenging 

behavior that is maintained by automa)c reinforcement, an aNempt is made to 

iden)fy the automa)cally produced reinforcer for the challenging behavior 

followed by provision of that event on a )me-based schedule. Research has 

demonstrated the effects of individuals being provided with noncon)ngent access 

to s)muli that align with the topographies of self-injurious behaviors for different 

par)cipants (Favell et al., 1982). Toys and items that had dis)nc)ve visual 

proper)es (i.e., lights, bright colors) were provided to par)cipants that exhibited 

eye poking behavior. Toys and small food items were provided to par)cipants that 

exhibited hand mouthing or pica behavior. Results of this study indicated that by 

providing noncon)ngent access, it appeared to match the hypothesized func)onal 

proper)es of the challenging behavior that was maintained by automa)c 

reinforcement and subsequently reduced the occurrence of challenging behavior 

in some par)cipants. Although this research demonstrates the importance of 

choosing s)muli that appear to produce s)mula)on similar to that which is 

involved in the maintaining of the challenging behavior in noncon)ngent 

reinforcement arrangements, other research indicates that a match in this 

s)mula)on may not always be required. Researchers have evaluated the effects of 

compe)ng s)muli for noncon)ngent reinforcement with challenging behavior that 

is maintained by automa)c reinforcement (Piazza et al., 1996; Ringdahl et al., 

1997). Individuals have been provided with access to s)muli as a method for 

iden)fying whether they are associated with high levels of engagement and low 

rates of challenging behavior. The use of compe)ng-s)mulus assessments as a 

way for iden)fying arbitrary s)muli for noncon)ngent reinforcement 

arrangements has shown to be a possible approach, especially when there is oeen 

difficulty in iden)fying the hypothesized func)oning proper)es of challenging 

behavior that is maintained by automa)c reinforcement.  

13



There are several principles that are associated with the effects that 

noncon)ngent reinforcement has on challenging behavior. One possible 

explana)on that has been provided is that frequent and repeated contact with a 

func)onal reinforcer for challenging behavior during noncon)ngent reinforcement 

schedules may act as an abolishing opera)on. This, in turn, may decrease the 

effec)veness of a func)onal reinforcer on a temporary basis as well as decrease 

the class of behaviors that are also maintained by that par)cular reinforcer 

(Laraway et al., 2003). Some have led the beliefs with sa)a)on as being the 

principle responsible for decreasing the effec)veness of the reinforcer; however, 

others offer habitua)on as being able to beNer account for the effects that are 

produced. The term habitua)on refers to a decrease in responsiveness that occurs 

to s)muli aeer the s)muli have been repeatedly presented and is oeen aligned 

with respondent behavior. Habitua)on occurs based on fixed rather than variable 

schedules of presenta)on of s)muli. It also predicts that a fixed )me schedule 

would be able to more effec)vely abolish the effects that a func)onal reinforcer 

may have when compared to the effects that are demonstrated by a func)onal 

reinforcer on a variable )me schedule. Although, there is some research that 

suggests that a variable )me schedule is able to more effec)vely suppress 

responding (Ono, 1987).  Addi)onally, the effects of noncon)ngent reinforcement 

are possibly enhanced due to the varia)on that is presented within the s)muli 

that are presented (i.e., type, magnitude, mode). This may be accounted for by 

s)mulus specificity where changes in the s)muli that are presented are 

unpredictable and can disrupt habitua)on.  

Despite whether one contributes the effects of repeated s)mulus exposure to 

either habitua)on or sa)a)on, both of these align with the idea that 

noncon)ngent reinforcement schedules are able to decrease challenging 

behaviors as a result of an abolishing opera)on effect. This type of procedure 

works to produce a decrease in the value of the func)onal reinforcer. It also 
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further decreases the responses that have previously produced the reinforcer. 

Also, noncon)ngent reinforcement may decrease the exhibi)on of behavior due 

to the reinforcement con)ngency being disrupted. Noncon)ngent reinforcement 

procedures typically contain an ex)nc)on component within the interven)on as 

the func)onal reinforcer is not presented con)ngent on the exhibi)on of the 

challenging behavior. The response independent delivery of the func)onal 

reinforcer then further causes a disrup)on for the challenging behavior reinforcer 

con)ngency. This means that the decrease that is exhibited within the challenging 

behavior may be due in part to the func)on of ex)nc)on.  

There have been several researchers that have further evaluated the effects of 

ex)nc)on and abolishing opera)ons on the reduc)ve effects of noncon)ngent 

reinforcement. Some research has indicated that when a combina)on of 

noncon)ngent reinforcement schedules and concurrent schedules of response 

con)ngent access to the same reinforcer are demonstrated, responses that 

occurred with con)ngent reinforcement were low when the noncon)ngent 

reinforcement schedules were dense. These exhibi)on rates then increased as the 

noncon)ngent reinforcement schedules were thinned (Goh et al., 2000). Other 

research has demonstrated that challenging behaviors were exhibited during 

schedules of noncon)ngent reinforcement without ex)nc)on (Kahng et al., 2000) 

as the noncon)ngent reinforcement schedule is thinned (Simmons et al., 2003).  

When noncon)ngent reinforcement is abruptly discon)nued, it should result in an 

immediate increase in the exhibi)on of challenging behavior when evalua)ng the 

effects of ex)nc)on. On the other hand, when evalua)ng abolishing opera)ons, 

the challenging behavior will occur at a low level ini)ally, followed by an increase 

as the individual experiences depriva)on from the func)onal reinforcer. 

Therefore, it may be possible that the effects that are produced by noncon)ngent 

reinforcement are due to a combina)on of both ex)nc)on and mo)va)onal 

processes.  
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An addi)onal reason that may account for the effects of noncon)ngent 

reinforcement is that )me based delivery of reinforcement can produce 

adven))ous reinforcement of an alterna)ve behavior that possibly competes with 

the challenging behavior. Research has focused on evalua)ng these effects (EcoN 

& Critchfield, 2004). Results of this research indicated that behavior that was 

previously maintained by con)ngent reinforcement decreased and the exhibi)on 

of the alterna)ve behavior increased during noncon)ngent reinforcement. This 

suggested that the alterna)ve behavior was adven))ously being reinforced during 

the )me frame when noncon)ngent reinforcement was delivered. The response 

realloca)on that was demonstrated within this research was consistent with a 

procedure known as matching law (McDowell, 1989). Matching law refers to 

rela)ve rates of responding that are among different response op)ons 

corresponding to rela)ve rates of reinforcement for these response op)ons. 

Matching law proposes that noncon)ngent reinforcement may actually reinforce 

the alterna)ve behavior, which then results in the behavior being maintained by 

alterna)ve reinforcement instead of the challenging behavior.  

There are both strengths and limita)ons that are associated with noncon)ngent 

reinforcement. Noncon)ngent reinforcement is a procedure that has the poten)al 

to be effec)ve at decreasing or even elimina)ng challenging behavior. The effects 

of noncon)ngent reinforcement can be rapid and can be counterac)ve to the 

nega)ve side effects that are associated with ex)nc)on (i.e., aggression, response 

bursts). Noncon)ngent reinforcement also does produce depriva)on when 

func)onal reinforcers are used. This means that the exhibi)on of challenging 

behavior may not resurface as quickly if different events disrupt the interven)on 

on occasion and the schedule of reinforcement thins or stops temporarily. The use 

of noncon)ngent reinforcement has been noted as being socially acceptable and 

easy to use as an interven)on (Vollmer et al., 2003).  
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Even though there are many strengths that are associated with the 

implementa)on of noncon)ngent reinforcement, there are also several limita)ons 

that are apparent. Noncon)ngent reinforcement is not designed to create an 

appropriate alterna)ve behavior, and the effec)veness of training may end up 

being limited as a result of the poten)al abolishing opera)on effects that exist. 

Noncon)ngent reinforcement may also produce adven))ous reinforcement of an 

unspecified behavior. This behavior may be a targeted behavior or a challenging 

behavior. Differen)al reinforcement has been recommended as a method for 

overcoming this par)cular limita)on.  

S3mulus Control Strategies 

Research has indicated that challenging behavior can be brought under s)mulus 

control through the use of differen)al reinforcement. S)mulus control occurs 

when an antecedent event, s)mulus, or a condi)on are able to regulate a 

behavior due to the history of differen)al consequences when these items are 

present versus when they are absent (Michael, 2004). These s)muli result in 

predic)ng or signaling a change in con)ngencies which then changes the behavior 

in their presence. These s)muli then become discrimina)ve.  

S)mulus control is typically viewed as an antecedent process although it contains 

both antecedent and consequent manipula)ons. The effec)veness of the 

discrimina)ve s)muli is determined by the differen)al consequences that 

ul)mately produce discrimina)ve control. As a result, s)mulus control strategies 

relate to the different characteris)cs and effects associated with various 

consequences. Over )me, researchers have been able to use different s)mulus 

control procedures as a method for trea)ng challenging behaviors. They have 

been able to use discrimina)on training as a way to treat challenging behavior 

that is viewed as only being problema)c when that behavior occurs in specific 

circumstances. For example, when a person eats or consumes food that is found in 
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a refrigerator, it is typically viewed as not being problema)c. However, if this same 

person eats or consumes food that is found in a refrigerator that belongs to 

another person, then this behavior becomes problema)c. Researchers have 

paired mild reprimands and used a warning s)cker that was placed on the 

prohibited foods as a method for decreasing food stealing (Maglieri et al., 2000). 

Results indicated that the individual only consumed foods that did not contain a 

warning s)cker. These results con)nued even when the researchers delayed the 

con)ngent reprimands, administered them intermiNently, or both.  

S)mulus control procedures have also been used as a method for promo)ng 

generaliza)on of interven)on effects in )mes or situa)ons when an interven)on 

procedure is not able to be conducted. Research has implemented a response 

interrup)on procedure for pica behaviors when in the presence of a signal card 

(Piazza et al., 1996). Results indicated that the pica behaviors decreased in the 

presence of the signal card even when the response interrup)on procedures were 

not being implemented.  

Other research has been able to use discrimina)on training procedures as a way 

to signal a change in a con)ngency during reinforcement based interven)ons for 

challenging behavior. There may be )mes when it is not feasible or possible to 

deliver func)onal reinforcers to an individual or the alterna)ve response may 

occur in an excessive manner. When this happens, the communica)on response 

may end up being ex)nguished and the challenging behavior has the poten)al to 

increase if reinforcement is not able to be delivered to the individual for 

communica)on responses immediately and on a consistent basis. As a result, it 

would be beneficial to have procedures that could mi)gate these effects. Research 

has been able to teach individuals to request for func)onal and alterna)ve 

reinforcers that are correlated to specific s)muli associated with the func)onal 

and alterna)ve reinforcers (Fisher et al., 1998). Results have indicated that 

challenging behavior has been able to decrease when the func)onal or alterna)ve 
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reinforcers were available, and the individuals were able to appropriately request 

for func)onal and alterna)ve reinforcers when they were in the presence of the 

discrimina)ve s)muli that were associated with each. These results indicated that 

s)mulus control procedures were able to be used to manage challenging behavior 

when the func)onal reinforcer for the communica)on response was not able to 

be delivered.  

There are several strengths that are associated with the use of s)mulus control 

procedures. However, one main strength is that s)mulus control procedures are 

able to bring a specific behavior under the control of a consequence based 

con)ngency without the requirement of frequent or prolonged contact with the 

par)cular con)ngency. The use of aversive consequences can be reduced by 

presen)ng antecedent s)muli that have been correlated previously with different 

consequences.  

Antecedent Interven3ons for Use with Escape Maintained Behavior 

There are several antecedent interven)ons that have been designed to assist with 

decreasing challenging behaviors that are maintained by nega)ve reinforcement 

that is in the form of escape or avoidance of an event. These interven)ons are 

important for many reasons. Through evalua)on of comprehensive reviews, 

results indicate that escape from task demands maintains escape behavior for 

roughly 32% of individuals that engage in severe challenging behavior. This 

percentage accounts for more than any other con)ngency (Beavers et al., 2013). 

Addi)onally, the antecedents that coincide with escape and avoidance are 

typically more obvious as well as more available to manipula)on than those 

antecedents that coincide with posi)vely reinforced behavior. Escape maintained 

behavior is oeen mo)vated by the presence of aversive s)mula)on that appears 

obvious. On the other hand, posi)ve reinforcement is found to be more mo)vated 

by opera)ons that are less apparent like depriva)on. Another reason that 
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antecedent interven)ons are important is that caregivers or therapists typically 

control the source of aversive s)mula)on for an individual (i.e., task demands). 

Therefore, antecedent approaches that are used in the management of poten)ally 

aversive situa)ons can be implemented to prevent occurrences of challenging 

escape behavior. The antecedent condi)ons that align with the exhibi)on of 

challenging behavior may then be obvious to a caregiver or therapist and more 

available. As a result, there are several antecedent strategies that can be used and 

are designed to aid in the reduc)on of escape maintained behavior.  

Elimina)on of Aversive S)mula)on 

When evalua)ng op)ons for treatment interven)ons for escape maintained 

behavior, removal of the aversive event that mo)vates the behavior is oeen found 

to be the most direct interven)on. Escape maintained behavior occurs as a result 

of an aversive s)mulus and as a result, the removal of this par)cular s)mulus 

should, in turn, reduce or even eliminate the challenging behavior. While this 

approach has been shown to be successful and effec)ve, it can oeen be 

imprac)cal or an unrealis)c approach in certain situa)ons and depending on the 

severity of the challenging behavior. It is not typically feasible to remove all 

responsibili)es that may be poten)ally aversive or reduce all requirements of an 

individual. In a situa)on with the exhibi)on of a severe challenging behavior, it 

may be the most suitable op)on to remove all problema)c or aversive tasks and 

responsibili)es as a method for ensuring the safety of the individual and those 

around them. These tasks and responsibili)es can then be reintroduced when the 

exhibi)on of the challenging behavior is at an acceptable level.  

Fading in Aversive S)muli 
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Aversive events may need to be returned to an individual’s environment aeer they 

have been ini)ally eliminated. This can be completed through s)mulus fading 

(Pace et al., 1994). When s)muli are gradually and systema)cally reintroduced 

into the environment, this process is known as fading. The behavioral processes 

that coincide with the effec)veness of fading procedures is not completely known. 

When fading is used with ex)nc)on, this may allow the challenging behavior to 

come in contact with ex)nc)on con)ngencies while also in the presence of an 

establishing opera)on that may be weak. Ex)nc)on may occur more smoothly as 

the antecedent s)muli are altered that are mo)va)ng the individual’s escape 

behavior. As fading is effec)ve without the use of ex)nc)on, repeated exposure of 

the aversive s)muli may be beneficial to reduce the overall aversiveness of the 

s)muli. Desensi)za)on is a procedure that has been used as a treatment method 

for phobias. It is a procedure that provides graduated exposure to specific s)muli 

that set the occasion for escape or avoidance behavior. The specific mechanism 

that is responsible for the effec)veness of this procedure is not completely 

understood.    

High-Probability Sequence/Behavioral Momentum 

High-probability sequences are another antecedent interven)on that can be 

implemented as a method for reintroducing aversive s)muli into an individual’s 

environment. Several requests that have a high probability of compliance and that 

do not set the occasion for escape behavior would be delivered prior to the 

delivery of a low-probability request. A low-probability request is a request that 

has a low chance of compliance and may set the stage for challenging behavior. 

With this concept, high-probability requests receive a high density of 

reinforcement which increases an individual’s compliance. This, in turn, results in 

this class of behavior being resistant to change, compliance being maintained, and 

escape maintained behavior unlikely to occur when a low-probability request is 

presented.  
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Sec)on 1 Personal Reflec)on 

Have you used an antecedent interven)on to aid in the reduc)on of a challenging 
behavior? If so, which category (i.e., default, func)on-based) of antecedent 
interven)ons did you integrate into your treatment and did you see a reduc)on in 
the challenging behavior that was being exhibited? 

Sec)on 1 Key Words 

Antecedent exercise - engages individuals in various ac)vi)es that require effort 

on the part of the individuals such as jogging, walking, weight lieing or even roller 

ska)ng that are independent of occurrences of challenging behavior 

Antecedent interven)on - when an event or condi)on is manipulated that occurs 

prior to the exhibi)on of the challenging behavior 

Default interven)ons - interven)ons that do not require the iden)fica)on of the 

variables that establish the condi)on for and maintain the challenging behavior 

Desensi)za)on - procedure that provides graduated exposure to specific s)muli 

that set the occasion for escape or avoidance behavior 

Fading - s)muli are gradually and systema)cally reintroduced into the 

environment 

Func)onal reinforcer - consequence that maintains the challenging behavior 

Func)on-based interven)ons - necessitate that the variables, both antecedents 

and consequences, that maintain the challenging behavior are iden)fied and that 

a minimum of one variable/component is directly manipulated within the operant 

con)ngency 
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Habitua)on - a decrease in responsiveness that occurs to s)muli aeer the s)muli 

have been repeatedly presented 

High-probability sequence - Several requests that have a high probability of 

compliance and that do not set the occasion for escape behavior 

Low-probability sequence - is a request that has a low chance of compliance and 

may set the stage for challenging behavior 

Matched s)mula)on - a reinforcer that provides similar sensory s)mula)on as the 

challenging behavior 

Matching law - rela)ve rates of responding that are among different response 

op)ons corresponding to rela)ve rates of reinforcement for these response 

op)ons 

Mechanical restraint - use of a device that secures an individual’s limbs and body 

parts such as four-point restraints, arm splints, or even straight jackets 

Mo)va)ng opera)on - can alter a consequence and the probability of behavior in 

that moment that has produced these consequences previously in a temporary 

manner 

Noncon)ngent reinforcement - the reinforcing consequence for a challenging 

behavior is provided on a )me-based or response-independent schedule 

Personal restraint - physically holding onto or securing an individual’s body parts 

as a method or ensuring that the exhibi)on of challenging behavior cannot occur 

Protec)ve equipment - allows the individual that is wearing the equipment to 

freely engage in movement that is not restricted but does not allow the 

challenging behavior to produce damage or injury 
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Response restric)on - occurs when an interven)on is implemented that physically 

impedes the occurrence or comple)on of a challenging behavior 

S)mulus control - occurs when an antecedent event, s)mulus, or a condi)on are 

able to regulate a behavior due to the history of differen)al consequences when 

these items are present versus when they are absent 

S)mulus specificity - changes in the s)muli that are presented are unpredictable 

and can disrupt habitua)on 

Sec)on 2: Func)on-Based Ex)nc)on Strategies for 
Challenging Behavior 
The term ex)nc)on is known by the discon)nua)on of reinforcement that is 

con)ngent on a response with the effect of this discon)nua)on resul)ng in an 

individual’s reduc)on in responding (Catania, 2007). When designing an ex)nc)on 

program to implement with an individual, it is important to determine the 

reinforcer that is maintaining the challenging behavior. If this step is not 

completed first and the reinforcer that is maintaining the challenging behavior is 

not iden)fied, it will not be possible to implement an ex)nc)on procedure. Three 

func)onal varia)ons of ex)nc)on that exist for challenging behavior include the 

challenging behavior being maintained by socially mediated posi)ve 

reinforcement, socially mediated nega)ve reinforcement, and automa)c 

reinforcement. 
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Func)onal Varia)ons of Ex)nc)on 

Ex3nc3on of Challenging Behavior Maintained by Socially Mediated 
Posi3ve Reinforcement 

The term posi)ve reinforcement refers to the act of presen)ng a s)mulus that is 

con)ngent on the exhibi)on of a behavior that results in an increase in 

responding that produces the reinforcer (Catania, 2007). Addi)onally, the term 

socially mediated reinforcement refers to another individual delivering a 

reinforcer (Iwata et al., 1994). The use of ex)nc)on may seem like an appropriate 

interven)on to implement for reducing challenging behavior that is being 

maintained by social posi)ve reinforcement since the reinforcement is being 

delivered by other individuals. Since other individuals are capable of delivering 

reinforcement, then it should also go to say that these same individuals can be 

taught to withhold reinforcement. For example, if a child exhibits challenging 

behavior in the form of hiong another person when they are provided a toy, 

ex)nc)on would consist of not delivering the toy when the challenging behavior is 

exhibited. Addi)onally, if access to aNen)on by someone else func)ons as 

posi)ve reinforcement for a challenging behavior (i.e., saying no when a child hits 

their sibling), then ex)nc)on would consist of not providing aNen)on when the 

challenging behavior is exhibited.  

Ex3nc3on of Challenging Behavior Maintained by Socially Mediated 
Nega3ve Reinforcement 

The term nega)ve reinforcement refers to the removal of an aversive s)mulus 

that is con)ngent on the exhibi)on of a behavior and results in an increase in 

responding that produces the removal of the aversive s)mulus (Catania, 2007). 

Nega)ve reinforcement can be socially mediated when another person delivers 

the reinforcement (Iwata et al., 1994). There are several challenging behaviors 

that are sensi)ve to nega)ve reinforcement. These challenging behaviors consist 
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of escape from bite presenta)ons (Bachmeyer et al., 2019), changes that occur 

within the environment (Fisher et al., 2019), ac)vi)es that involve self-care 

(Dowdy et al,, 2018), and social proximity (Vollmer et al., 1998). Review of 

research in this area has shown that 33-48% of challenging behaviors are sensi)ve 

to nega)ve reinforcement (Derby et al., 1992).   

Ex3nc3on of Challenging Behavior Maintained by Automa3c 
Reinforcement 

Automa)c reinforcement is reinforcement that is not delivered by another 

individual and instead the challenging behavior produces reinforcement (Vaughan 

& Michael, 1982). It is important to understand that automa)c reinforcement can 

be both posi)ve and nega)ve. An example of automa)c reinforcement that is 

posi)ve is when an individual engages in self-injurious behavior (i.e., head 

banging) which releases endorphins (Sandman & Hook, 1995). An example of 

automa)c reinforcement that is nega)ve is when an individual scratches their arm 

because they have an itching sensa)on. Some research has referenced challenging 

behaviors that are maintained by automa)c reinforcement as self-s)mula)on 

(Lovaas et al., 1987) or sensory-reinforced behavior (Rincover, 1978). However, 

the term automa)c reinforcement is the most preferred term to use as it refers to 

behavior that is not socially maintained.  

The implementa)on of ex)nc)on procedures on challenging behavior that is 

maintained by automa)c reinforcement may poten)ally be viewed as being more 

problema)c when compared to the implementa)on of ex)nc)on procedures on 

behaviors that are maintained by social reinforcement. When an individual’s social 

environment controls socially mediated reinforcement, the environment can then 

be manipulated as a method for discon)nuing the reinforcement. On the other 

hand, challenging behavior that produces automa)c reinforcement is more 

difficult to control through changes in the individual’s environment.  
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One method that can be used as an approach to ex)nc)on of automa)cally 

reinforced behavior is sensory ex)nc)on. (Rincover et al., 1979). With this 

approach, the challenging behavior that is producing the reinforcement is what is 

actually ex)nguished, not the sensory reinforcement. During this approach, the 

source of the automa)c reinforcement is blocked or terminated. For example, 

stereotypical object spinning can be reduced by blocking the auditory feedback 

that is produced by the object through use of a carpet square. Another method 

that can be used as an approach to ex)nc)on of automa)cally reinforced behavior 

is response blocking (Saini et al., 2016). Through use of this procedure, the 

automa)c reinforcement that is produced by the response is prevented or 

blocked. An individual that exhibits eye poking behavior could have their hand 

blocked by another individual in an effort to reduce occurrence of eye poking 

behavior. 

Response PaNerns that are Associated with Ex)nc)on 

When the delivery of reinforcement is terminated, the frequency, dura)on, and 

intensity of a challenging behavior may decrease in occurrence. However, there 

are also some other response paNerns that are associated with the 

implementa)on of ex)nc)on. These response paNerns may be undesirable, and 

those behavior analysts that are using ex)nc)on should be aware of these 

response paNerns and prepare for them as well. 

Ex3nc3on Burst 

An ex)nc)on burst is known as a temporary increase in the frequency, dura)on, 

and intensity of a response that can poten)ally occur with the use of ex)nc)on 

(Cooper et al., 2020). This temporary increase in a challenging behavior can be 

problema)c for a couple of reasons. The first reason that this can be problema)c 

is that a temporary increase in the frequency, intensity, or dura)on of a 
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challenging behavior can result in greater injury or destruc)on if the behavior that 

is exhibited is dangerous. Another reason that this temporary increase can be 

challenging is because caregivers may be less likely to con)nue to follow through 

with an interven)on if it results in the exhibited behavior as being worse, even if 

this is only temporary.  

Ex3nc3on-Induced Response Varia3on 

Response varia)on is known as an increased likelihood that a novel or diverse 

behavior will be exhibited during ex)nc)on. For example, if a child is not allowed 

access to reinforcement aeer the child has requested the reinforcement, the child 

may then exhibit an alterna)ve behavior such as crying in an aNempt to access 

the reinforcement. Response varia)on may result in responses that are desirable 

and allow for reinforcement of successive approxima)ons of an exhibited 

behavior. This could then result in new and desired response forms of a behavior.  

Ex3nc3on-Induced Aggression 

Aggression may be exhibited as a result of withholding con)ngent or 

noncon)ngent reinforcement that was previously provided. Addi)onally, 

aggression may be exhibited because it is a member of the same func)onal 

response class as the behavior that was being exhibited but is now being placed 

on ex)nc)on. If this is true, then aggression may be exhibited by the individual 

when other challenging behaviors no longer produce reinforcement. Therefore, it 

is important to understand that when a reinforcement con)ngency is terminated 

for less severe forms of behavior, then it may be likely that more intense and 

severe forms of challenging behavior are exhibited by the individual. It will then 

be important to protect the client and those involved in implementa)on of the 

interven)on when an ex)nc)on procedure is used.  
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Ex3nc3on-induced Emo3onal Behavior 

Another paNern of responding that is associated with ex)nc)on is ex)nc)on-

induced emo)onal behavior. This behavior is known as crying, aNemp)ng to 

escape, protes)ng, and ac)ng upset (Sullivan et al., 1992). Ex)nc)on is oeen 

found to be correlated with nega)ve emo)onal responding and physiological 

measures. Emo)onal behavior should be noted and viewed as a sign of 

discomfort. Furthermore, the occurrence of emo)onal behavior may be 

associated with acceptability of the treatment and nega)vely affect the integrity 

in which the interven)on is implemented. Addi)onally, the s)mulus context may 

be aversive and increase the likelihood that escape or avoidance behavior is 

exhibited by the individual.  

Spontaneous Recovery 

The reemergence of a previously ex)nguished behavior aeer a period of )me 

away from the environment or context in which ex)nc)on was previously 

implemented is known as spontaneous recovery. It is important to note that if the 

recovery of the previously ex)nguished behavior occurs unexpectedly, then it may 

be assumed that the interven)on does not work. It may also not con)nue to be 

implemented if this is assumed. Clinicians should be aware that spontaneous 

recovery of a behavior may occur and an environment may need to be arranged 

accordingly.       

Factors that Influence Ex)nc)on 

The efficacy of ex)nc)on can be influenced by several different factors. Although 

there may be numerous variables that can affect efficacy, it is important to 

highlight a few that behavior analysts should be aware of. These include the 

schedule and parameters associated with reinforcement during baseline, the 
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availability that exists of alterna)ve reinforcement during the treatment 

interven)on, and s)mulus control. 

Schedule of Reinforcement during Baseline 

The persistence to responding that occurs during ex)nc)on is known as resistance 

to ex)nc)on. This is one method that is used to evaluate the effec)veness of 

ex)nc)on. Resistance to ex)nc)on has been further defined in research as the 

responses that are made, the )me that has elapsed, or the number of trials that 

occur un)l an individual’s responding has reached a predetermined ex)nc)on 

criterion (Catania, 2007). A behavior that is maintained on an intermiNent 

reinforcement schedule typically becomes more resistant to ex)nc)on than a 

behavior that has been maintained on a con)nuous reinforcement schedule 

(Ferster & Skinner, 1957). Research has shown that the more intermiNent that a 

schedule of reinforcement is, the more resistant the exhibited behavior will be to 

ex)nc)on (Lerman & Iwata, 1996). The influence that an intermiNent 

reinforcement schedule of reinforcement has on a behavior is known as the 

par)al-reinforcement ex)nc)on effect.    

Baseline Parameters of Reinforcement 

There are several baseline parameters of reinforcement that have an impact on an 

individual’s responding during ex)nc)on. These parameters include the number 

of reinforcers that are delivered, the delay that occurs for delivery of 

reinforcement, and the magnitude of the reinforcement that is delivered to the 

individual. 

Research has shown that the longer the acquisi)on period or greater the density 

of delivery of reinforcement before ex)nc)on has been implemented, then the 

more resistant the exhibited behavior will be to ex)nc)on (Fisher et al., 2019). 

Addi)onally, the effects of the number of reinforcers reach an asymptote to which 
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a behavior’s resistance to ex)nc)on will not con)nue to increase further (Lerman 

& Iwata, 1996b).  

The delay to reinforcement prior to ex)nc)on being implemented will also 

influence the effects of ex)nc)on. Challenging behavior can be viewed as being 

more resistant to ex)nc)on when a delay to delivery of reinforcement is 

unpredictable and variable than when compared to situa)ons where the delay of 

reinforcement is not existent. On the other hand, responding does not persist as 

much if the delay in reinforcement delivery is predictable and constant. These 

findings result in powerful implica)ons for treatment interven)ons that involve 

ex)nc)on-based procedures. The consequences that are delivered for challenging 

behavior are oeen delayed and the length of this par)cular delay can be variable. 

These condi)ons would therefore decrease the efficacy of ex)nc)on. 

Reinforcement should then be delivered on an immediate and con)nuous 

schedule in an effort to decrease the effects of reinforcement delay.  

Research has shown that when reinforcement magnitude is referenced in terms of 

amount, then reinforcement magnitudes that are smaller during baseline will 

result in more resistance to ex)nc)on. If reinforcement magnitude is referenced 

in terms of intensity, then the larger the reinforcement magnitude is during 

baseline will result in more resistance to ex)nc)on. This informa)on is important 

to understand as the magnitude or intensity of baseline reinforcement, depending 

on the func)on that is maintaining the challenging behavior, will influence the 

challenging behavior’s resistance to ex)nc)on in some manner. To further 

emphasize this, challenging behavior that is maintained by access to food may be 

more resistant to ex)nc)on if the behavior is reinforced during baseline with a 

smaller snack instead of a big meal.  
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Ex3nc3on Combined with Reinforcement 

Ex)nc)on procedures can be more effec)ve at decreasing challenging behaviors 

when they are able to be combined with differen)al or noncon)ngent 

reinforcement (Lalli et al., 1997). This is possible for a couple of different reasons. 

The first reason coincides with the availability of reinforcement. With this, the 

availability of reinforcement for an alterna)ve behavior should reduce the 

exhibi)on of challenging behavior and increase the exhibi)on of the alterna)ve 

behavior as this aligns with the principles of matching law (Hernstein, 1974). 

Matching law infers that the rela)ve rate of a par)cular response will match the 

rela)ve rate of reinforcement for that response. In an effort to further explain this, 

if there are twice as many reinforcers available for challenging behaviors than 

there are for other behaviors, an individual will exhibit twice as many challenging 

behaviors than they will other behaviors (Borrero & Vollmer, 2002). Another 

reason is that failures associated with treatment integrity that occur during 

ex)nc)on alone are also likely to have an effect on a treatment interven)on. 

These failures would then be aligned with an intermiNent reinforcement schedule 

for challenging behavior. On the other hand, these failures may not be as 

detrimental when ex)nc)on is able to be combined with reinforcement if the 

schedule of reinforcement is sufficiently dense. Even though ex)nc)on combined 

with reinforcement is oeen more effec)ve than the use of ex)nc)on procedures 

alone, resurgence may occur if the alterna)ve behavior that has been newly 

acquired and reinforced goes through ex)nc)on. Resurgence is a term that refers 

to the reemergence of a previously ex)nguished behavior.   

S3mulus Control 

The change that occurs in the probability of a response that is due to the 

presence, absence, or change in an antecedent s)mulus event is known as 

s)mulus control (Pierce & Cheney, 2013). S)mulus control is found to be 
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important to ex)nc)on procedures during mul)ple schedules. Mul)ple schedules 

are known as compound schedules where different correlated s)muli act to signal 

two or more alterna)ng component schedules of reinforcement, ex)nc)on, or 

punishment (Ferster & Skinner, 1957). Research has indicated that signaled-

ex)nc)on schedules are able to produce more immediate suppression of and 

s)mulus control over responding than when compared to ex)nc)on schedules 

that are unsignaled (Fisher et al., 2018; Fuhrman et al., 2016). Research has also 

indicated that individuals may actually prefer the implementa)on of interven)ons 

that use signaled-ex)nc)on and reinforcement schedules instead when compared 

to interven)ons with unsignaled-ex)nc)on and reinforcement schedules (Tiger et 

al., 2006).  

An example of a form of s)mulus control is instruc)onal control. Research has 

shown that the effects that are associated with ex)nc)on are oeen more rapid 

when verbal instruc)ons are provided that signal an ex)nc)on schedule than 

when there are no verbal instruc)ons provided (Weiner, 1970). The effects that 

were documented on ex)nc)on when brief verbal instruc)ons were provided are 

comparable to the effects that were documented on signals that are present 

during the )meframe of the scheduled component (Tiger et al., 2008).  

Prac)cal Considera)ons 

There are a few things that should be considered when implemen)ng ex)nc)on 

interven)ons. Some of these prac)cal considera)ons include the use of ex)nc)on 

as a component of a treatment package, the alterna)ve strategies that are 

available when ex)nc)on is not able to be implemented because it is impossible 

or imprac)cal to use, and the rela)on that exists between ex)nc)on and 

establishing opera)ons.  
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Treatment Packages 

When developing an interven)on, a behavior analyst is likely to combine the use 

of ex)nc)on as an interven)on with other procedures, such as differen)al 

reinforcement (McCord et al., 2001) or noncon)ngent reinforcement (Hagopian et 

al., 2001). The efficacy of ex)nc)on can be influenced by various antecedent 

components such as rules, the modifica)on of establishing opera)ons such as the 

fading of demands, or even through the use of consequent events other than 

reinforcement such as the use of punishment.  

Alterna3ve Strategies  

There are different contexts in which a behavior analyst will be unable to 

implement ex)nc)on with high integrity. This may be due to the implementa)on 

of the interven)on as being impossible or imprac)cal to use. For example, the use 

of physical guidance with a person that is bigger than the interven)onist may be 

difficult to follow through with. In situa)ons where it may be difficult to 

implement ex)nc)on procedures, a modifica)on may need to be made. A general 

approach to a situa)on like this may be to minimize the reinforcement that is 

being provided for the challenging behavior and maximize the reinforcement that 

can be provided for a more alterna)ve and appropriate behavior.  

Mo3va3ng Opera3ons 

An environmental event that changes the reinforcing effec)veness of other events 

and the likelihood of a response class that has typically produced these events in 

the past is known as a mo)va)ng opera)on. When a behavior analyst is able to 

iden)fy the variables that are associated with altering the effec)veness of escape, 

aNen)on, and automa)c reinforcement then ex)nc)on as a viable treatment 

op)on can be established. As an example, ex)nc)on procedures may be 

inappropriate as a treatment interven)on for escape maintained challenging 

34



behavior in a classroom seong if the demands being asked of the child are not 

suitable for that child’s abili)es. 

Sec)on 2 Personal Reflec)on 

Have you ever implemented an ex)nc)on procedure in an effort to reduce a 
challenging behavior? If so, what are some prac)cal considera)ons that accounted 
for and which type of func)onal varia)on did you integrate into the interven)on? 

Sec)on 2 Key Words 

Automa)c reinforcement - reinforcement that is not delivered by another 

individual and instead the challenging behavior produces reinforcement 

Ex)nc)on - discon)nua)on of reinforcement that is con)ngent on a response with 

the effect of this discon)nua)on resul)ng in an individual’s reduc)on in 

responding 

Ex)nc)on burst - temporary increase in the frequency, dura)on, and intensity of a 

response that can poten)ally occur with the use of ex)nc)on 

Matching law - the rela)ve rate of a par)cular response will match the rela)ve 

rate of reinforcement for that response 

Mo)va)ng opera)on - environmental event that changes the reinforcing 

effec)veness of other events and the likelihood of a response class that has 

typically produced these events in the past 

Mul)ple schedules - compound schedules where different correlated s)muli act to 

signal two or more alterna)ng component schedules of reinforcement, ex)nc)on, 

or punishment 
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Nega)ve reinforcement - the removal of an aversive s)mulus that is con)ngent on 

the exhibi)on of a behavior and results in an increase in responding that produces 

the removal of the aversive s)mulus 

Par)al-reinforcement ex)nc)on effect - influence that an intermiNent 

reinforcement schedule of reinforcement has on a behavior 

Posi)ve reinforcement - the act of presen)ng a s)mulus that is con)ngent on the 

exhibi)on of a behavior that results in an increase in responding that produces 

the reinforcer 

Resistance to ex)nc)on - persistence to responding that occurs during ex)nc)on 

Response varia)on - increased likelihood that a novel or diverse behavior will be 

exhibited during ex)nc)on 

Resurgence - reemergence of a previously ex)nguished behavior 

Socially mediated reinforcement - another individual delivering a reinforcer 

Spontaneous recovery - reemergence of a previously ex)nguished behavior aeer a 

period of )me away from the environment or context in which ex)nc)on was 

previously implemented 

S)mulus control - change that occurs in the probability of a response that is due 

to the presence, absence, or change in an antecedent s)mulus event 

Sec)on 3: Token Economies 

The first token-economy program was recognized in the early 1960s and is known 
as some of the earlier applica)ons of applied behavior analysis (Ferster & Skinner, 
1957). Token economies were inspired by the desire to develop an environment 
that was conducive toward the development of adap)ve behaviors for individuals 
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in an ins)tu)onalized seong.  

A token economy consists of antecedents, behaviors, and consequences that 
change or influence behavior through delivery of condi)oned reinforcement. 
Antecedents occur before the exhibi)on of a behavior that indicate that an 
individual should exhibit a par)cular behavior that is specified as part of the token 
economy. The behavior is the ac)on that is specified within the con)ngency 
rela)on. The consequences are in the form of backup reinforcers and follow the 
exhibi)on of the behavior consistently. A main component of a token economy is 
the delivery of token reinforcers once a specified behavior has occurred. Most of 
these condi)oned reinforcers do not contain inherent value but they provide 
individuals with an opportunity to exchange them for backup reinforcers. These 
backup reinforcers could include edibles, special ou)ngs, and ac)vi)es. The main 
purpose of these tokens and condi)oned reinforcers is to bridge the gap between 
the exhibi)on of a behavior and the delivery of a backup reinforcer. 

There are a few key elements that are common aNributes of token economy 
systems. These systems typically include goals and behaviors that are specified in 
observable terms, reinforcers and punishers that could be poten)ally used are 
iden)fied, the targeted behaviors are monitored frequently and consequences are 
delivered consistently, a program is developed that is flexible with the ability to 
change as needs change, and collabora)on occurs among all individuals with a 
formal monitoring system in place to evaluate and maximize effec)veness. The 
ul)mate goal of a token economy system is to strengthen adap)ve or desirable 
behaviors while simultaneously decreasing challenging behaviors. Once the 
program is successful, though, it should be faded as quickly as possible.  

Iden)fica)on and Defini)on of Targeted Behavior 

When designing a token economy system, the targeted behavior should be 
iden)fied and clearly defined in objec)ve terms. A behavior that is defined in 
ambiguous terms or poorly described will lead to misunderstandings and 
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confusion.  This could also lead to inconsistent delivery of reinforcement or even 
reinforcement for an unintended behavior.  

Iden)fica)on of Condi)oned Reinforcers 

Condi)oned reinforcers (i.e., tokens, buNons, s)ckers, poker chips) should be 
selected based on the implementa)on context. Considera)on should also be 
given if response cost is included in the token economy system. If response cost is 
used, a condi)oned reinforcer that can be easily removed may need to be used 
(i.e., erasing a point from a whiteboard). Addi)onally, it is recommended that 
verbal praise is paired with condi)oned reinforcement.  

Iden)fica)on of Backup Reinforcers 

A backup reinforcer can be various items, ac)vi)es, or privileges that an individual 
can exchange for a condi)oned reinforcer (Kazdin, 2001). Backup reinforcers need 
to have established reinforcing proper)es, and condi)oned reinforcers should be 
able to be exchanged for a variety of backup reinforcers. This will help to prevent 
sa)a)on from occurring which can ul)mately result in the failure of a token 
economy system.  

Schedule of Reinforcement and Exchange Rate 

There are a couple of different ways that the delivery of backup reinforcers can be 
manipulated in an effort to maximize the effec)veness of a token economy 
system. One method includes the manipula)on of the reinforcement schedule so 
that the effects of reinforcer sa)a)on are reduced. Typically, con)nuous 
reinforcement is implemented in the ini)al stages of a token economy system as a 
way for establishing a high rate of behavior. Then, intermiNent reinforcement 
should be delivered based on either a ra)o or variable-)me schedule. Another 
method is to manipulate the amount that is needed of the condi)oned reinforcer 

38



in order to gain access to the backup reinforcer (i.e., exchange rate). The rate of 
reinforcement that is used in a token economy system is typically established by 
measuring the natural rate of the appropriate behavior during baseline sessions so 
that the individual will be able to contact the reinforcement con)ngency. Then, 
the cost of the backup reinforcers is determined and a menu of rewards with a 
range of backup reinforcers is set.  

Maintain Records 

Without keeping a record of reinforcers earned or behaviors exhibited, it may be 
difficult for others to recognize any improvement that may be made by an 
individual. Therefore, it may prove valuable to create a daily or weekly chart so 
that a visual record of improvement is available for the individual to reference. 
When a review is completed of the chart, this allows for others to provide praise 
and feedback to the individual regarding their progress. 

Response Cost 

Response cost is known as a nega)ve-punishment procedure that removes a 
condi)oned token reinforcer in a response-con)ngent manner. Response cost is 
not used to restrict access to reinforcement as an individual is s)ll able to earn 
condi)oned reinforcers even when they lose a token for a challenging behavior. It 
is important to determine if response cost should be used in a token economy 
system. If the challenging behavior is inhibi)ng the exhibi)on of the adap)ve 
behavior, then response cost may be beneficial at reducing the exhibi)on of the 
challenging behavior.  

Include Individuals and Train Staff 

A formal explana)on of the rules that will be used in the token economy system 
should be provided to the individuals involved. This allows for everyone involved 
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to understand how a token is earned, when and where tokens can be exchanged, 
what a token can be exchanged for, and the cost of backup reinforcers. 
Addi)onally, the behaviors that result in the gain or loss of a token should be 
discussed.  

Fading out the Program 

It is agreed upon that the best token economy systems are those that are able to 
be faded out deliberately. There are several techniques that can be used in an 
effort to reduce an individual’s reliance on con)ngencies as well as promote the 
generaliza)on and maintenance of a change in behavior. Indiscriminable 
con)ngencies may be able to be used. This occurs when the limits of training 
con)ngencies are able to be made unclear as well as concealing the point at which 
a con)ngency will stop opera)ng. The use of intermiNent reinforcement also 
helps to facilitate generaliza)on as well as increasing the cost of the backup 
reinforcers or delaying an individual’s access to redemp)on of tokens.  

Limita)ons of Token Economy Systems 

There are several limita)ons of token economy systems. One limita)on is the no-
cure cri)cism which is the idea that the effects of the treatment interven)on will 
not remain aeer the treatment ends or has been removed. Another limita)on is 
regarding the ethical issues that are brought forth due to the imposi)on of 
con)ngencies on individuals that may be viewed as vulnerable. Thirdly, a token 
economy system may reveal training and resource challenges for the individuals 
involved, par)cularly those that administer the token economy system. 
Addi)onally, it has been discussed that the failure to consider mo)va)ng 
opera)ons may influence the effec)veness of a con)ngency management 
procedure.  
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Sec)on 3 Personal Reflec)on 

Have you ever implemented a token economy system with an individual in an 
effort to reduce a challenging behavior or increase the exhibi)on of an 
appropriate behavior? If so, what condi)oned and backup reinforcers were used 
and what limita)ons did you encounter? 

Sec)on 3 Key Words 

Backup reinforcer - various items, ac)vi)es, or privileges that an individual can 

exchange for a condi)oned reinforcer  

Response cost - nega)ve-punishment procedure that removes a condi)oned 

token reinforcer in a response-con)ngent manner 

Token economy - antecedents, behaviors, and consequences that change or 

influence behavior through delivery of condi)oned reinforcement 
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